Therapeutic Interaction Detection for Serious Games in Physical Rehabilitation
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ABSTRACT

Serious games gained popularity in recent years together with the use of modern input devices. Mainly marker-less motion tracking cameras play a special role in the automation of physical rehabilitation. These inexpensive cameras can provide accurate information about the movements and poses of the subject without complicated setup. However, these cameras are still not perfect and experience problems in particular poses, setups or when users are interacting. Interaction between a patient and the therapist is a crucial and inevitable aspect of the therapy and results in frustrations when using new technologies. In this paper we propose a method that can identify whether a therapist is interacting with a patient or not, in order to improve not only the therapy sessions but also the quality of the data collected during the gameplay or assessment, automated with the modern input sensors. We compare our measurement results with a marker based motion tracking system (Vicon) and additional scores to demonstrate the importance of identifying interactions between a therapist and patients.
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1. INTRODUCTION

A 3D camera combined with serious games (SG) for physical rehabilitation seems to be a perspective tool to in advanced rehabilitation sessions. Several systems use Kinect not only to control the games but also as a measuring tool or to provide feedback to the patient [5–7].

Although the use of 3D cameras for gaming purposes has gained popularity, there are still problems related to these technologies. Current 3D cameras can provide reliable recognition and tracking of human skeletons when a single player is in the scene. However, the occurrence of another person in front of the camera who is interacting with the player leads to problems: e.g. switching between tracked users, tracking of wrong people or significant decrease in the quality of the recognized skeletons. For instance, the Kinect camera can track up to 6 people in terms of positions, but can track only two skeletons simultaneously. The presence of more than 2 people leads to unstable user selection for skeletal tracking. We can overcome this by creating constrains (e.g. only two closest people are tracked) and thus decreasing the ergonomics of the system.

Problems related to skeletal tracking are even more frustrating in serious games for physical therapy due to the frequent occurrence of a therapist in the scene. Therapists need to intervene and help the patient in case of problems or difficulties to play. Detection of interactions between a patient and a therapist has several advantages in modern serious games. Depth cameras (like MS Kinect) experience a significant performance and skeleton stability drop when two people are interacting (touching) together. SG systems in physical rehabilitation should reliably recognize the quality of skeletons for later biomechanical (medical) analysis.

We propose a simple, fast and robust method for detecting human interactions in 3D video, in order to improve serious gaming experience in therapeutic practice. In our method, we employ continuous face recognition to detect, recognize and track the patient with other people in the scene (e.g. the therapist, or clinician). We use a method based on local binary patterns (LBP) that is considered to be state of the art in facial recognition [1]. After identifying users in the scene we identify interactions between the patient and other people in the scene.
2. RELATED WORK
A significant part of the current research in human interactions is devoted to recognizing actions [9]. Yung et al. [11] proposed a method for recognizing different types of interactions from RGBD (RGB + depth) sources using Support Vector Machines (SVMs) and Multiple Instance Learning (MIL). However, in automated therapy sessions we need to detect in real time whether the therapist is helping the patient, without a need to classify the type of interaction.

3. METHOD
Our method works as a preprocessing step for any motion analysis system that is tracking/analyzing movements of a particular patient and where support by the therapist needs to be detected. The patient is at first recognized based on his face in the color image and afterwards the positions of people closely are detected from the depth map. The method assumes also labeled regions in the depth-map that specify clusters of points where each cluster represents a human body in the scene. Based on the depth map and labeled regions we identify whether the therapist is supporting or interacting with the patient.

3.1 Recognition of a patient
Facial recognition is a well-studied area and there are many different methods with varying accuracy based on a specific use case. We decided to use a method based on LBP features with measuring Chi-square distance which is described in details in [11][3]. The chosen method provides a trade-off between accuracy and computational complexity; thus it can run in real-time while maintaining state-of-the-art recognition accuracy [8].

Before the face is recognized we preprocess the image as follows:
- conversion of the color image to grayscale,
- alignment of the face based on the position of eyes,
- scaling of the face image to unified size,
- equalization of the image histogram.

In order to compute the LBP histogram, the image is segmented into several non-overlapping regions and from each of these regions a histogram of uniform LBP patterns is computed (Fig. 1). Histograms are concatenated from left to right and from top to bottom.

![Figure 1. Schematic overview of detection.](Image)

The method requires training of the patient’s face. In this step the camera captures multiple images of the patient’s face and creates a training set. Training needs to be done in advance and requires to perform 5 different poses in front of the camera. For each pose the subject needs to keep the pose for one second. The camera captures 30 frames per second and thus the captured image set contains redundancies. In order to choose the most representative images we use the k-means algorithm [2].

3.2 Recognition of the interaction
Physical interactions between the patient and the physiotherapist are the essence of physiotherapy. The physiotherapist can, for example, perform the motion (together) with the patient in order to show him the right way to do it, can stabilize the trunk in order to avoid compensatory movement, can palpate some muscles during exercises to be sure that the patient is recruiting the right muscles, can evaluate passive range of motion of a particular joint by helping the patient to perform this motion… Therefore, it is important that the games are robust to the presence of the therapist in the game and even, that the games can detect when the therapist is interacting with the patient.

Let $I$ be a set depth map acquired from a camera and $I(x, y)$ a point from the depth map. We define a set of points $U \subset I$, such that $U$ contains points representing the detected human bodies. We say that two different bodies $U_1$ and $U_2$, $U_1 \cap U_2 = \emptyset$ are interacting when there exist such points from $p_1 \in U_1$ and $p_2 \in U_2$ that $\|p_1 - p_2\| < \lambda$ where the threshold $\lambda$ represents a critical distance (aka comfort zone). The comfort zone represents a parameter of our model.

![Figure 3. An example of a circular (8,2) neighborhood that is explored for a particular point in the depth map.](Image)

Since the depth map $I$ is represented as a grid/matrix of depth points, we assume uniform distances in the X and Y axes. In order to detect collisions, we explore a circular neighborhood $(N \cdot f(\lambda))$ of each point $p \in U$ where $N$ is the number of points being explored and $f$ a function mapping metric space to pixel space (Fig. 3). Exploring only a limited amount of points in the neighborhood provides only an approximation of the intersection between $U_1$ and $U_2$, but is computationally less expensive and can run in real-time, leaving resources for other tasks (the game and actual skeleton processing).
\( G_{\text{weight}} \left( p_i \right) = \sum_{s=1}^{n_c} s(p_i, p_s) \max(0, \|p_i - p_s\| - \lambda) \quad (1) \)

where \( s(p_i, p_s) \) is defined as follows

\[
s(p_1, p_2) = \begin{cases} 
1 & \text{if } \text{id}(p_1) = \text{id}(p_2) \\
0 & \text{otherwise}
\end{cases}
\quad (2)
\]

The resulting image that describes the local neighborhood of every pixel, may still contain misdetections caused by the noise of the depth sensor. In contrast to positive areas caused by noise, interaction areas occur in blobs. We detect these interaction blobs by applying a Laplacian of Gaussian filter of an appropriate size:

\[
\text{LoG} (x, y) = -\frac{1}{\pi\sigma^4} \left[ 1 - \frac{x^2 + y^2}{2\sigma^2} \right] e^{-\frac{x^2 + y^2}{2\sigma^2}}. \quad (3)
\]

The result is an image containing positive values in blobs that correspond to the interaction points.

4. RESULTS

To test our method we used the MS Kinect camera as it is the most popular 3D camera available. We also used the Vicon motion tracking system, where we tracked only the patient’s skeleton. Both systems recorded the skeleton simultaneously while the patient was interacting with a therapist. In Fig. 4 measurements are shown from one session. During this session the therapist approached the patient 3 times and left the scene afterwards.

In order to demonstrate the performance of our method, we compared events from our method (start/stop of the interaction) with stability of the skeleton over time as the frames become available. We used the following measures to evaluate stability:

Confidence value of the skeleton tracker – The Kinect SDK provides 3-state confidence information about tracking for each joint. A joint can be (i) tracked, (ii) inferred or (iii) not tracked. Our observations show that while two people are interacting in the scene, the quality of the recognized skeletons slightly decreases. It is important to note that the decreased quality does not relate only to interactions but also to the pose, occlusions. In order to compute the cumulative confidence value we simply sum values for each joint while the tracked state has weight 0.06, the inferred state has weight 0.015 and the not tracked state has weight 0. The influence of an interaction between a patient and a therapist on Kinect’s confidence values is shown in Fig. 4. We can see that the confidence values are rather stable even during the interaction when the skeleton segments are unstable.

Stability of segments lengths – a common problem of skeleton detecting cameras is that segment lengths are varying over time. Since there is no prior knowledge about the skeleton, the camera continuously makes new hypotheses about poses and segment lengths [10]. We know that the lengths should remain the same and their increased variability indicates low skeleton stability. For the comparison purpose, we compute a cumulative error from all segments as a sum of absolute differences of all segments.

Stability of segments lengths measured with Vicon system – we tracked the skeleton of the patient with a marker-less camera (Kinect) and a marker based system (Vicon) simultaneously in order to compare their performance when two people are interacting. It is important to note that although the Vicon marker based system is considered to be the gold standard for human motion tracking, this system might also experience errors due to the lack of visibility of markers while interacting (Fig. 5). We used the Vicon system to track only the patient, not the therapist.

![Figure 4. Evolution of skeletal stability and detection of interactions. The top part shows variability of segment lengths measured by Kinect camera (in red) together with cumulative confidence based on the tracking state of each joint (in blue). The bottom part shows 3 detected interaction periods (in black) and periods when the therapist was present in the scene (in green).](image-url)

![Figure 5. Comparison of cumulative segment length errors for Vicon system and Kinect.](image-url)
Although there is a significant error, the Kinect reports confident results about the tracked joints.

Fig. 5 shows that the Vicon system provides very accurate results when only a single person is in the scene. Segment lengths are stable even during the first interaction when the therapist approached the patient from a side. In the second and third interaction the therapist occluded several markers – the Vicon system reported significantly worse results. We can see that in case of close interaction stability of both systems decreases. In case of close interactions the Vicon system loses track of markers and thus cannot provide any information about joints connected to those markers. Results also demonstrate that Kinect can even provide more stable results due to presence of all joints inferred from the depth map.

5. CONCLUSION
SGs are still perceived as regular games. However, based on the used technology, SGs could be used for more than performing exercises. Since data of the patients can be recorded during the rehabilitation (games), this data can be used to follow the patients’ evolution and to be sure that they are doing the right exercises [4]. In order to have a precise follow up of the patient, the clinician must be sure that the patient was playing alone and was not helped by friends, parents or others (therapist, clinicians). The presented method allows to detect interactions between the patient and other people, and also helps to discriminate between active and passive motion. In addition, during an interaction the precision of the capturing devices decreases and a good discrimination can help to filter out erroneous measurements.

A possible extension of this work might be more detailed segmentation of the scene in order to detect other supporting objects. Games played with balance boards could also benefit from recognizing users standing on the board and thus tracking authenticity of measured data.
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